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 This study comprehensively analyses the performance of the artificial intelligence (AI)-based language model, 

ChatGPT 4.0, in solving Spanish university admission tests in applied mathematics in social sciences. Using exams 

taken at public universities in Madrid, we have analysed ChatGPT’s answers and concluded that its performance 

varies significantly across different areas of mathematics, excelling in probability and statistics exercises, but 
performing significantly worse in algebra and calculus. When compared with students, ChatGPT clearly 

outperforms them in all areas except algebra. Despite the model’s limitations in interpreting complex 

mathematical ideas, in some cases its responses are positively surprising, indicating its potential as a valuable tool 

in certain mathematical problem-solving scenarios. Our results suggest significant potential for the introduction 

of these AI-based systems into the classroom. Despite the progress made, much remains to be explored regarding 

the efficient integration of chatbots into course development and the subsequent impact on education. 

Keywords: ChatGPT 4.0, large language models, maths problems, university access exams, artificial intelligence 

in education 
 

INTRODUCTION 

The field of teaching has undergone significant changes in recent years with a shift towards digitalization and the use of 

computer tools (Hofer et al., 2021). This digital pivot, accelerated by the global pandemic, has led to the increased adoption of 

technology in education, from the development of audio-visual materials to automated grading exercises and videoconferencing 

(Giesbers et al., 2013). It is critical to note that while these developments have enhanced the learning experience, the importance 

of knowledge consolidation exercises, particularly in mathematics and statistics, cannot be overstated (Freeman et al., 2014).  

The field of artificial intelligence (AI) integration in mathematics education is an emerging area of research, with a wide range 

of applications being explored, from robotics to more comprehensive approaches (Guan et al., 2020; Matzakos et al., 2023; 
Mohamed et al., 2022). The importance of deep understanding and reasoning in mathematical learning is being emphasized from 

a cognitive science perspective (Zhang et al., 2023). Similarly, Lu et al. (2022) conducted a survey on deep learning techniques for 

mathematical reasoning, highlighting the potential of these techniques in this field. Davis (2024) has recently discussed the 

intersection of mathematics, word problems, and AI. His work underscores the unique challenges and complexities present in this 

space, pointing to the need for further research and development. This discussion brings attention to the intricate relationship 

between these areas and the potential for AI to contribute to advancements in mathematics education. 

Large language models (LLM), such as generative pre-trained transformers (GPT) introduced by OpenAI in 2018 (Radford et al., 

2018), are among the AI tools that have garnered much attention. These models employ transformer architectures (Vaswani et al., 

2017) that process natural language input and follow instructions through reinforcement learning based on human feedback 

(Ouyang et al., 2022). The evolution of these models has led to language models such as ChatGPT, which can engage in interactive 

text-based conversations with users, providing applications in education (Floridi & Chiriatti, 2020; Wollny et al., 2021).  

ChatGPT has shown promising potential in various educational contexts, particularly in the field of mathematics. An analysis 

by Xuan-Quy et al. (2023) on the Vietnamese national high school graduation examination revealed that ChatGPT performed well 

on knowledge-based questions but faced difficulties with more intricate topics such as derivatives and spatial geometry. Frieder 

et al. (2023) conducted a comprehensive investigation into the mathematical capabilities of ChatGPT-3.5 and its successor, 
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ChatGPT-4.0. Their findings indicated that these models could be valuable tools for querying facts and acting as mathematical 

search engines. However, they also underscored that the models’ overall performance in advanced mathematics is still not on par 

with that of a graduate student. 

In addition, Wardat et al. (2023) explored the perspectives of different stakeholders on the use of AI in mathematics education. 

They found a general enthusiasm for the potential of ChatGPT in teaching mathematics, but also uncovered some of its current 

limitations, such as a shallow understanding of geometry and a dependence on equation complexity. 

In a comparative study, Plevris et al. (2023) found that while ChatGPT 4.0 outperformed ChatGPT 3.5 in basic arithmetic and 

logic puzzles, both models exhibited consistency issues, often providing conflicting answers to the same questions. These findings 

align with Wardat et al. (2023) observation of ChatGPT’s limitations in handling complex mathematical problems. Chen et al. (2023) 

noted further variations in the performance of these models over time, emphasizing the need for their continuous monitoring. 

This point was also corroborated by Lo (2023), who highlighted variations in ChatGPT’s performance across different domains and 

its potential issue of generating incorrect information. Udias et al.’s (2023) study on probability learning found that while ChatGPT 

3.5 outperformed average students in problem formulation and logical reasoning, it struggled with basic numerical operations, 

paralleling the findings of Xuan-Quy et al. (2023) and Frieder et al. (2023). 

Collectively, these studies highlight the potential of AI-based models such as ChatGPT in enhancing mathematics education, 

while simultaneously emphasizing the need for careful integration of these tools into educational settings, considering their 

various limitations and the need for continuous monitoring and updates. Nevertheless, the integration of AI models such as 

ChatGPT into education must be approached with caution, considering potential inaccuracies and ethical concerns (Holmes & 

Tuomi, 2022; Kasneci et al., 2023).  

In addition, as these models become more integrated into educational settings, it is crucial to upgrade competencies to 

improve teachers’ and students’ proficiency with these technologies (Holmes et al., 2022).  

In the realm of Spanish education, the university admission tests (EVAU, evaluación para el acceso a la universidad) hold 

significant importance. These non-compulsory exams serve as a gateway for students after completing secondary school, as they 

are a prerequisite for admission into universities. The EVAU is held in two sessions, ordinary and extraordinary (the latter for those 

who either did not reach the appropriate level in secondary education to take the ordinary exam, or who took the ordinary exam 

but did not obtain the minimum mark to pass it) and consists of several 90-minute written tests on different subjects over three 

days. These exams encompass both common and specific subjects studied during the last two years at the secondary school. It is 

worth noting that the EVAU tests ultimately give students access to the Spanish university system. The responsibility of the 

admission lies with the public universities of each autonomous community (region). The regional administration government acts 

as a co-ordinator 

In accordance with national regulations, each autonomous community independently formulates the examination questions 

to be presented to students within its jurisdiction. These questions are carefully prepared and selected each year by committees 

of university professors and secondary school teachers. The rigorous examination process includes thorough review by multiple 

committee members to ensure accuracy and reliability. Strict security measures are maintained to ensure the confidentiality of 

the exams.  

The aim of this research is to evaluate the capability of ChatGPT 4.0 to solve mathematics exercises included in various EVAU 

in Spain. It also seeks to compare the answers generated by the model with those given by a set of students in real situations. The 

second objective is to provide a qualitative assessment of the results obtained and to discuss the potential application of LLM in 

education at the university level. This investigation into ChatGPT’s performance on university entrance mathematics tests is a step 

forward in understanding the potential and limitations of AI application in education, as well as its prospects for future research. 

The rest of the paper is structured, as follows: We first provide a detailed description of the experiment, including the 

methodology used. We then explain the analysis of the results, and finally we present the conclusions and suggestions for future 

research. 

METHODS 

For this study, we have included exams administered in the community of Madrid. We have conducted a comprehensive 

comparative analysis of student performance on EVAU tests and the innovative AI-based language model, ChatGPT. ChatGPT 4.0 

was chosen for this study, having just been released at the time of the research (April 2023), considering that its predecessor was 

the most widely utilized, and initial analyses indicated that the new version surpassed it in performance (Katz et al., 2024). 

Specifically, our focus is on the subject applied mathematics in social sciences, which is taken by students interested in studying 

social science and economics degrees. To carry out this research, we have selected and carefully examined the results of 5 past 

exams, which were held between 2009 and 2012, in both ordinary and extraordinary sessions.  

The extraordinary session is exclusively for students who either didn’t achieve the minimum grade in their final year of 

secondary school but succeeded later, or those who failed the regular exam despite attempting it. 

All the exams in applied mathematics in social sciences have the same structure: four exercises, one from algebra (which 

accounts for 30% of the mark), one from calculus (30%), one from probability (20%) and one from statistics (20%) (see Appendix 

A for an example). In addition, each student is offered two different exams (option A and oprion B) with the same structure and 

must choose one of them. It is not possible to choose exercises from different options.  
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Within each area, there are different types of exercises. In algebra, these include linear optimization, systems of equations, 

and matrices. In calculus, most of the exercises focus on functions and their properties (continuity, derivability, optima, etc.) and 

on defined integrals, but they can also consist of constructing a function that represents a realistic situation and finding its optima. 

As for statistics, exercises focus on confidence intervals and the distribution of means, while probability exercises deal with the 

Laplace rule, Bayes’ theorem, conditional probability, and events. Each exercise is composed of a variable number of questions, 

whose weights within the assessment were originally defined. The 40 exercises considered in this study contain a total of 91 

questions. Table 1 displays the number of questions in the corresponding exercise for each area across the ten different exams. 

Data Collection Proces 

For these 5 exams we have information about the answers given by a set of students: which option (A or B) they chose in the 

exam and what grade they obtained for each of the questions. The last column of Table 1 shows the number of students for whom 

we have information. As can be seen, we have data from 608 students and the number of student in each group varies between 22 

(Ex4B exam) and 120 (Ex5B exam), being sufficiently high in all cases. 

The 40 exercises from the 10 exams were presented to ChatGPT 4.0 (March version) via the web interface 

(https://chat.openai.com/chat), and the answers were recorded. The exercises were provided to the GPT in their original form (see 

Appendix A), as written by the lecturers in Spanish, without any modifications or clarifications and without the addition of any 

prompts. The answers given by the ChatGPT were also in Spanish.  

The exercises were presented to ChatGPT exactly as they were originally formulated in Spanish (example in Figure 1), and the 

wording (in Spanish) for all the exercises can be found in the supplementary materials.  

It should be noted that ChatGPT does not always generate the same response to a given question. To reduce the impact of this 

variability on the response, all exercises were presented to ChatGPT five times on different days between 5 and 15 of May 2023, 

always by the same person using the same account. At the end of this phase, 455 (91 questions × 5 repetitions) answers were 

available. Figure 2 shows one of the answers given by the ChatGPT to the question proposed in Figure 1. 

The next phase of the data collection process was to evaluate all the ChatGPT responses. Nine university teachers, all with 

extensive experience in teaching mathematics (some of whom were even part of the committees that evaluated the exercises in 

the community of Madrid), participated in this phase. Each exercise underwent independent evaluation by three distinct 

educators, seeking an unbiased grading of the answers. The teachers were provided with the grading rubric that was used to 

evaluate the students’ entrance exams in order to standardize the grading process. This rubric encompassed various facets, 

including exemplar solutions for each exercise type and delineated the relative weight assigned to every question within an exam 

(see Appendix A for an example). Consequently, this approach aimed to mitigate biases and enhance impartiality in the 

Table 1. Summary of question distribution across subject areas and the number of students who took the exam 

Exam Year Session Option 
Number of questions Number of 

students Algebra Calculus Statistics Probability 

Ex1A 2009 Ordinary A 3 3 2 2 56 

Ex1B 2009 Ordinary B 1 2 2 2 85 

Ex2A 2010 Ordinary A 1 3 2 2 35 

Ex2B 2010 Ordinary B 3 3 2 2 104 

Ex3A 2011 Ordinary A 3 3 2 2 83 

Ex3B 2011 Ordinary B 3 3 2 2 31 

Ex4A 2011 Extraordinary A 2 3 2 2 35 

Ex4B 2011 Extraordinary B 2 2 2 2 22 

Ex5A 2012 Ordinary A 3 2 2 2 120 

Ex5B 2012 Ordinary B 1 3 4 2 37 

TOTAL    22 27 22 20 608 
 

 

Figure 1. Verbal expression of the probability question from the June 2011 exam B, as an example of such a question as it was 

presented to ChatGPT (Source: The author’s statement of the question, using OpenAI, 2023) 

https://chat.openai.com/chat
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assessment process among the diverse evaluators of ChatGPT’s responses. Furthermore, it facilitated a more equitable 

comparison with contemporaneous evaluations of student responses, a crucial consideration in this study’s analysis. 

In addition to assigning a final mark for the exercises, they were also asked to provide additional comments. These comments 

included the reason for the main penalty they assigned to the answer (e.g., identification of the problem, explanation of the 

reasoning, calculations), their perception of whether the answer was given by a human or not, and, in the case of multiple question 

exercises, which question was penalised the most. 

Finally, numerical analyses were conducted on the scores obtained by ChatGPT in each examination and area, juxtaposed with 

the scores attained by students in corresponding exercises. These analyses aimed to establish comparative insights between the 

AI-generated responses and those provided by students within identical exercises, contributing to a comprehensive evaluation of 

ChatGPT’s performance across distinct academic domains. 

Reliability of the Evaluation Process  

The first step involved assessing the consistency among the different professors in evaluating ChatGPT’s responses to the 

exercises. The aim of this statistical analysis was to ascertain agreement or disagreement in the teachers’ evaluations, thus 

validating the reliability of the evaluation process. An analysis of variance (ANOVA) and a Kruskal-Wallis test (Ugarte et al., 2015) 

were performed to compare the scores given by three professors for each of the five repetitions of each exercise within a given 

exam. For each one of the 10 exams, 60 marks are available (3 teachers per exam, 4 exercises per exam, and 5 answers per exercise) 

and the teacher is used as factor. The results are presented in Table 2, where the p-value for both tests are reported 

The significant difference of means per teacher in the grading is reflected in the p-values obtained. Lower p-values denoted 

more significant differences between the gradings. Both, the ANOVA and the Kruskall-Wallis test results showed a high level of 

agreement between the teachers’ gradings in all the exams, confirming the reliability and credibility of the grading procedure. 

 

Figure 2. Screenshot with one of the answers given by the ChatGPT to the proposed question in Figure 1 (Source: ChatGPT 

personal communication, OpenAI, 2023) 

Table 2. ANOVA and Kruskal Wallis results for assessing agreement among three professors’ evaluations of the five responses to 

each exam question 

Exam berto Num Q 
p-values 

ANOVA Kruskal Wallis 

Ex1A 4 × 5 0.709 0.4425 

Ex1B 4 × 5 0.993 0.9022 

Ex2A 4 × 5 0.829 0.8130 

Ex2B 4 × 5 0.496 0.4986 

Ex3A 4 × 5 0.393 0.7955 

Ex3B 4 × 5 0.177 0.2928 

Ex4A 4 × 5 0.083 0.1209 

Ex4B 4 × 5 0.232 0.4990 

Ex5A 4 × 5 0.900 0.9757 

Ex5B 4 × 5 0.846 0.9138 
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Only Ex4A showed a p-value nearing the critical value for hypothesis test rejection (α = 0.05), indicating a potential point of 

ambiguity. However, such results might be due to inherent variations among evaluators rather than a systemic issue (Cohen, 1992; 

McDonald, 2014). 

Upon finding no significant score differences among the three teachers, the mean score given by them for each question’s 

answer was adopted as ChatGPT’s grade. This consistent approach formed the basis for subsequent analyses, facilitating a 

comprehensive assessment of ChatGPT’s performance across diverse exercises. 

DATA ANALYSIS 

ChatGPT’s Performance and Consistency Across Responses 

In the subsequent analysis phase, the consistency of the five answers provided by ChatGPT for the 91 questions was examined. 

Figure 3 shows the results grouped by subject area: algebra, calculus, probability, and statistics. In each of the four graphs, each 

mark corresponds to a question and shows the mean of the marks given by teachers to the five ChatGPT answers, accompanied 

by an error bar representing the standard deviation as an indicator of the variability between them 

Figure 3 shows that the similarity between the five ChatGPT answers for the same question is higher in the area of statistics 

(the five answers scored the same in 9 out of 20 questions, 45%) and in probability (in 9 out of 22 questions, 41%). Conversely, 

responses related to algebra and calculus displayed lesser consistency (only in 3 out of 22 answers scored the same in algebra, 

14%, and 5 out of 26 in calculus 19%). Moreover, in calculus, probability, and statistics, almost all of these identically-scored 

answers are the maximum score, while at the other extreme are the equally-scored answers in algebra, where in the 3 cases the 

score was below 3. Furthermore, it can already be seen that the quality of the ChatGPT answers is not the same in all areas: in 

algebra the average scores are mostly below 5, in calculus there is a lot of variability, with about half of the average scores below 

 

Figure 3. Graphical analysis examining ChatGPT’s consistency across five responses per posed question (Source: Authors’ own 

elaboration) 
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5 and the other half above 10. However, in probability the average score is above 5 for all questions and in statistics for all but one 

question. Figure 4 shows the same data for the exercises, also grouped by subject area. 

Analyzing Figure 4, it can be observed that in the area of statistics, ChatGPT demonstrates consistently high average scores 

(exceeding 9 points) with minimal variability in 8 out of the 10 exams. However, in Ex3B (which corresponds to the option B of the 

ordinary exam in 2011), its performance is notably lower, obtaining a score of 5. The situation is similar in the domain of 

probability, with 7 out of 10 questions receiving scores higher than 9 and showing little variability. On the contrary, in the area of 

algebra, ChatGPT’s scores are lower, with 9 out of 10 exams receiving scores below 5 points, also exhibiting relatively contained 

variability. 

The consistency between the scores of the five ChatGPT answers is quite dependent on each area and on whether the study is 

done considering the exercises total score (by exercise in Table 3) or with the detail of the questions of each exercise (by question 

exam in Table 3). This is especially evident in the area of statistics where the mean deviations per question exams and per exercise 

are the lowest and highest, respectively in the cross-area comparison (see Table 3).  

Student’s Performance 

The number of answers we have for each exam varies because the number of students taking the EVAU (and choosing 

mathematics applied to social sciences) varies from year to year; moreover, the choice of option (A or B) is free and is made by the 

student during the exam. Therefore, there are exams for which we have only 22 answers and others for which we have up to 120 

 

Figure 4. Graphical analysis examining ChatGPT’s consistency across five responses per posed exercise (Source: Authors’ own 

elaboration) 

Table 3. Mean, median, and mean of the standard deviation (SD) of the scores obtained by the five ChatGPT answers for all 

questions and exercise in subject area 

 
Questions Exercise 

Mean Median Mean (SD) Mean Median Mean (SD) 

Algebra 3.99 3.22 1.65 3.96 3.57 1.36 

Calculus 5,84 6.40 2.00 6.12 5.83 1.52 

Probability 8.41 9.50 1.82 8.62 9.37 1.14 

Statistics 8.74 10.00 1.24 8.55 9.12 1.85 
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answers (as shown in Table 1). In any case, the sample is sufficiently representative and homogeneous (they are students from 

the same geographical area, with similar socio-economic and academic levels). It is therefore expected that the results for each 

problem reflect the difficulty of the exercise. 

Next, the results obtained by ChatGPT are compared with the results obtained by the groups of students who took the EVAU 

at that time. Figure 5 shows the distribution of students’ scores for each exercise in the form of a violin plot (with a box plot inside). 

Violin plots provide a more detailed representation than traditional box plots of the distribution of student scores when the 

distributions are multimodal and have many observations at the extremes (Hintze & Nelson, 1998). The white dot corresponds to 

the median of the distribution, the thick black segment represents the interquartile range, and the thin segment represents the 

range. In addition to the distribution of student scores, the mean of the ChatGPT answer scores is presented as an orange diamond. 

The red and blue diamonds represent the highest and lowest scores from the five responses for each question, respectively. 

The overall distribution of students’ scores across the exams does not show any remarkable differences, except for the exams 

corresponding to the extraordinary sessions in 2011 (Ex4A and Ex4B), where students achieve significantly lower scores. However, 

this result is logical because ChatGPT shows the same behaviour in all the exams, whereas the students who take the extraordinary 

exam are students who either did not reach the appropriate level in secondary education to take the ordinary exam, or who took 

the ordinary exam but did not obtain the minimum mark to pass it. For the ordinary exams, median scores are consistently in the 

range of 4 to 6 points, with slight variations in the distribution (Figure 5). In particular, the average ChatGPT score (represented 

by the orange diamond in Figure 5) is consistently higher than the median student score, and even the lowest ChatGPT score 

(minimum of the sums of 5 answers for each exercise, blue diamond) is higher than the median student score in half of the exams. 

Figure 6 shows the distribution of students’ scores for each of the 40 questions, grouped by subject area. It can be seen that 

there are large differences between the subject areas. Clearly, the worst results are obtained in calculus, where the difference with 

ChatGPT is more pronounced, while in algebra, where ChatGPT shows lower performance, students obtain comparatively higher 

scores.  

In the field of statistics, both the students and ChatGPT show consistent behavior, with similar performances. An exception 

can be observed in the exercise corresponding to the extraordinary call of 2011, where ChatGPT obtains a very good result, while 

the students do not. This is because, unlike other tests of that year, the statistics question did not require calculating a confidence 

interval, but rather focused on the distribution of the sample mean.  

In probability, students obtain the lowest results in exercises that require applying the Laplace rule and calculating some 

conditional probabilities. However, they achieve better results in seemingly more complex exercises that involve applying Bayes’ 

theorem. This may be because these latter problems are more common, and students prepare for them intensively. Furthermore, 

they usually have similar structured statements.  

Based on probability exercise results, ChatGPT 4.0 significantly outperforms version 3.5, as studied by Udias et al. (2023). Both 

this work and Udias et al.’s (2023) included Spanish-written university level probability exercises. Unlike Udias et al.’s (2023) study, 

which reported numerical operation issues in version 3.5, this study found no such problems. In fact, ChatGPT 4.0 consistently 

delivered excellent solutions for most probability exercises, demonstrating enhanced proficiency in numerical operations. In 

calculus, students achieve the worst result in exercises 2009 ordinary B, 2011 extraordinary B, and 2012 ordinary A. In the last two 

exams, the proposed exercises had a different nature than usual: instead of providing an explicit function and asking for analysis 

(optimum, asymptotes, continuity, etc.), students had to construct the function representing the given situation and find the 

maximum. The 2009 ordinary B exam was of this type, but the function depended on a parameter and required a more detailed 

analysis than what was requested.  

In algebra exercises, the highest level of homogeneity is observed among the responses of the students, ChatGPT, and between 

the students and ChatGPT.  

This disparity is visually evident in the scatter plot presented in Figure 7, where the scores are plotted by subject area for both 

ChatGPT and students. Points below the diagonal correspond to exercises where students score better than ChatGPT, the reverse 

 

Figure 5. Violin plots with the distribution of students’ scores per exam (in addition, the GPT scores are included; orange diamond: 

mean of responses; red/blue diamonds: highest/lowest scores out of 5 responses per question) (Source: Authors’ own elaboration) 
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being true for points above the diagonal. It is evident that students outperform ChatGPT only in the algebra area, while in the other 

subject areas, ChatGPT consistently achieves higher scores. 

Table 4 summarises the results of the paired t-tests between the ChatGPT and Student groups, including individual 

comparisons for each of the 10 exam score areas and an overall score across all exams. Table 4 shows the statistical results, 

including corresponding p-values, confidence intervals and mean differences. These results highlight differences not only in the 

four specific subject areas, but also in the overall exam scores. While the comparison in algebra shows a non-significant difference 

(p-value = 0.1624), indicating a slightly worse performance in ChatGPT scores, substantial differences significantly favour the 

ChatGPT in calculus, probability, and statistics. In addition, the overall assessment of the total examination results emphasises a 

significant advantage for the ChatGPT results. 

 

Figure 6. Violin plots with the distribution of student marks per exercise (in addition, the GPT scores are included; orange 

diamond: mean of responses; red/blue diamonds: highest/lowest scores out of 5 responses per question) (Source: Authors’ own 

elaboration) 

 

Figure 7. Scatter plot comparing student and ChatGPT scores for 40 exam questions (Source: Authors’ own elaboration) 
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These findings demonstrate that ChatGPT consistently outperforms the median student grades across various exam scenarios. 

The performance gap between ChatGPT and students varies across subject areas, with students excelling in algebra, an area where 

ChatGPT shows comparatively lower performance. Overall, the results shed light on the contrasting performance patterns 

between students and ChatGPT in different exam contexts, providing valuable insights into the capabilities and limitations of the 

AI-based system in educational assessment. 

In addition to analysing the mathematical results, the formal quality of the ChatGPT answers was also assessed. To do this, 

the teachers who evaluated the tests were required to answer two questions: firstly, whether the answer appeared to have been 

written by a human, and secondly, whether the level of explanation was superior or inferior to that which a student would provide. 

In both cases, the general opinion of the teachers is that ChatGPT’s explanations are much more detailed than those usually given 

by students (it generally justifies and develops in detail all the steps it takes and correctly establishes the notation used). Its style 

can be considered to resemble that of a human author; however, the level of development is higher than that demonstrated by 

the students, making it now relatively straightforward to distinguish ChatGPT’s responses from those typically produced by 

students. 

DISCUSSION AND CONCLUSIONS 

This study evaluated the AI-based language model, ChatGPT 4.0, focusing on its potential as an educational resource for 

solving applied mathematics in social sciences for University Admission Tests in Spain. The model’s performance was compared 

with that of students who took the same exams, providing valuable insights into its capabilities and areas for improvement. 

When comparing the performance of ChatGPT with student groups who took the same exams, ChatGPT’s mean scores 

consistently surpassed the median student grades. Our findings reveal that ChatGPT consistently outperforms the average 

student grades across most exams, with notable competency in the areas of probability and statistics. However, its performance 

in algebra and calculus was comparatively lower, highlighting areas where enhancements are needed in the model’s ability to 

interpret and solve complex mathematical problems. This variability underscores the need for ongoing improvements in the 

model’s ability to interpret and solve more complex mathematical problems. 

ChatGPT’s responses exhibited consistency in statistics and probability, while demonstrating greater variability in algebra and 

calculus. This suggests that the model’s effectiveness may vary depending on the specific area of mathematics, and whilst it 

generally provides accurate mathematical responses, there is a risk of generating incorrect or misleading information. 

Notice that Korkmaz Guler et al. (2023) conclude that ChatGPT gives poor results in probability exercises. However, the design 

of the experiment, the type of problems and the language to be used make the results not very comparable with ours. Both, this 

discrepancy and the variability in responses shown in the previous sections make it clear that ChatGPT 4.0 is not flawless in solving 

mathematical problems.  

The introduction of advanced language models such as ChatGPT into educational settings brings both opportunities and 

challenges. A prominent concern is the possibility of inaccuracies (Borji, 2023), wherein the models might inadvertently present 

compelling yet false information to users. Additionally, biases present in the model’s output could perpetuate and even 

exacerbate existing societal inequalities, raising ethical concerns (Barikeri et al., 2021; Shahriar & Hayawi, 2022). 

The transition highlights the need for both educators and learners to develop the necessary competencies and literacies that 

enable them to comprehend the technology and its limitations. They also stressed the importance of a clear pedagogical approach 

with a strong focus on critical thinking and fact-checking strategies, as well as the need for continuous human oversight and 

awareness of potential misuse of LLM (Bender & Friedman, 2020). Despite these challenges, LLM can offer insights and 

opportunities in educational scenarios. In addition to the mathematical results, we also assessed the formal quality of ChatGPT’s 

answers. Teachers who evaluated the tests generally believed that ChatGPT’s explanations were much more detailed than those 

typically given by students. They also stated that its style could easily pass for that of a human. However, they noted that the level 

of development in the responses was higher than that given by most students, making it relatively easy to distinguish ChatGPT’s 

answers from those given by students. 

In conclusion, this study provides valuable insights into the capabilities and limitations of AI-based systems such as ChatGPT 

in educational assessment. Despite promising results, the model needs further exploration, particularly in areas requiring visual 

reasoning or graphical data interpretation. As AI systems continue to evolve, future studies should aim to address these limitations 

and improve these models’ problem-solving capacity in mathematics. Moreover, specifically in probability exercises, ChatGPT 4.0 

demonstrated substantial improvement over version 3.5, consistently providing excellent solutions without any difficulty with 

numerical operations. The potential of ChatGPT to enhance mathematics education is noteworthy, but its integration into 

education should be approached with caution, considering potential inaccuracies, ethical concerns, and the need for continuous 

human oversight. 

Table 4. Summary of paired t-test results comparing ChatGPT and students’ scores per subject areas and exam 

Area p-value Interval Mean difference 

Algebra 0.16242 (-3.15, 0.62) -1.27 

Calculus 0.00077 (2.20, 5.90) 4.05 

Probability 0.00097 (2.06, 5.73) 3.89 

Statistics 0.00287 (1.74, 6.13) 3.94 

Total 0.00013 (1.55, 3.25) 2.40 
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Finally, it is important to note that this study’s findings are based on Spanish-language data from a specific time period, and 

results may vary with different prompts or languages. 
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APPENDIX A: EXAMPLE OF ONE EXAM (EX5A) 

Questions 

  

 

Figure A1. Questions (https://www.urjc.es/estudiar-en-la-urjc/admision/407-estudiantes-de-bachillerato-y-formacion-profesional-

lomce#examenes-de-convocatorias-anteriores ) 

https://www.urjc.es/estudiar-en-la-urjc/admision/407-estudiantes-de-bachillerato-y-formacion-profesional-lomce#examenes-de-convocatorias-anteriores
https://www.urjc.es/estudiar-en-la-urjc/admision/407-estudiantes-de-bachillerato-y-formacion-profesional-lomce#examenes-de-convocatorias-anteriores
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Rubric 

  

 

Figure A2. Rubric (https://www.urjc.es/estudiar-en-la-urjc/admision/407-estudiantes-de-bachillerato-y-formacion-profesional-

lomce#examenes-de-convocatorias-anteriores ) 

https://www.urjc.es/estudiar-en-la-urjc/admision/407-estudiantes-de-bachillerato-y-formacion-profesional-lomce#examenes-de-convocatorias-anteriores
https://www.urjc.es/estudiar-en-la-urjc/admision/407-estudiantes-de-bachillerato-y-formacion-profesional-lomce#examenes-de-convocatorias-anteriores
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Solution 

 

 

Figure A3. Solution (https://www.urjc.es/estudiar-en-la-urjc/admision/407-estudiantes-de-bachillerato-y-formacion-profesional-

lomce#examenes-de-convocatorias-anteriores ) 

https://www.urjc.es/estudiar-en-la-urjc/admision/407-estudiantes-de-bachillerato-y-formacion-profesional-lomce#examenes-de-convocatorias-anteriores
https://www.urjc.es/estudiar-en-la-urjc/admision/407-estudiantes-de-bachillerato-y-formacion-profesional-lomce#examenes-de-convocatorias-anteriores
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